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This paper addresses the interpretation of data that are contaminated by 
self-selected samples and/or lack of experimental control. Wainer (1989) 
reviewed different methods for treating self-selected samples and concluded 
that the most defensible approach is to model the process that caused the 
data to be missing. In concert with Wainer, the presentpaper emphasizes the 
value of specifying models; however, the theses of the present paper are that 
(a)  any analysis should be interpreted in the context of a set of rival the- 
oretical models, (b) these models should allow latent mediating variables 
that are imperfectly measured by observed variables, and (c) modeling 
brings clarity to the conclusion that confounded data can be misleading. 
Simple models clarify the limitations on  conclusions one might otherwise 
attempt to draw from tainted data. 

Wainer (1989) cited Tukey's comment that statisticians are like lawyers 
(Wainer, 1986). Some lawyers tell you, "Don't do it!" and others-in our 
opinion-tell you how to get away with murder. Wainer gave cogent argu- 
ments against ignoring bias in samples or attempting to "correct" the re- 
sults for the proportion of missing data by means of covariance adjust- 
ments. He went on to describe the "state of the art," for those who hope 
to find a legal loophole, of methods that might allow one to draw conclu- 
sions in the face of missing data. Wainer gave a sympathetic discussion of 
modeling the process in order to draw inferences from self-selected samples 
of confounded data. The "bullet-hole approach" (model the process) 
seems more justified than ignoring the bias or attempting to partial out the 
participation rate. It makes sense to put armor where returning planes have 
shown little damage, because we believe the theory that bullets are shot 
uniformly at planes, and the missing data are the aircraft that were shot 
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down. This theory is more plausible than the theory that returning aircraft 
reveal a random sample of where bullets strike planes. 

The purpose of this article is to argue that scientists should examine any 
statistical analysis in the context of a set of rival theories. Our support of 
modeling is in partial agreement with Wainer's (1989) paper; however, we 
want to push modeling a step further and emphasize that theories often 
warn us to side with the type of lawyer who explains why certain actions are 
improper and should not be done. Simple theories help us understand why 
better schools might produce lower average Scholastic Aptitude Test (SAT) 
scores, why a pesticide might be a good idea even if crop yields are equal 
in treated and untreated fields when the number of eelworms is partialed 
out, and why-in the absence of bias-men might have higher salaries than 
women with the same merit and have higher merit than women who receive 
the same salaries. 

In the following examples, we employ mediated causal models in which 
the observed variables are assumed to be imperfect measures of the latent 
construct:;. Because it is unrealistic to suppose that dropping out of a study 
would be perfectly correlated with any observed variable, we will also use 
mediated models to represent selection processes that result in missing 
data. The models discussed by Wainer postulate functional relationships 
between observed variables and probability of participation. To represent 
probability of participation as a correlated consequence of a mediator 
complicates the analysis, but it also shows why one cannot correct for 
participation rates by simple regression/covariance adjustments. 

Covariance Adjustments: Another Can of Eelworms 

One of the most persistent misconceptions in the use of regression1 
covariance adjustment is the belief that when there remains a significant 
relationship between each of two variables and the dependent variable 
when the other has been partialed out, then there are at least two indepen- 
dent, causal influences on the dependent variable. This single miscon- 
ception has led to the misinterpretation of results in several fields of re- 
search, including subception (Eriksen, 1960), learning without awareness 
(Dulany, 1968), unconscious affect (Birnbaum, 1981; Birnbaum & Mellers, 
1979a, 1979b), and others (Brewer, Campbell, & Crano, 1970). In fact, the 
null hypothesis (that one latent variable underlies all three observed vari- 
ables) implies that analysis of covariance will lead to the "discovery" of two 
partial effects (Birnbaum, 1979b). 

The analysis of sex bias in salaries provides a good illustration of how 
regression is misused and misinterpreted. It has been found that women 
earn less on the average than men with the same merit (where merit is a 
single measure or a composite that includes measures of experience as well 
as of performance). Because there is a sex difference in salary with merit 
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partialed out, some investigators have concluded that this difference indi- 
cates sex bias. However, for the same sample in which women are paid less 
than men of equal merit, it can also be the case that women are lower in 
merit than men with the same salaries. This paradoxical pattern is consis- 
tent with a single mediator theory that assumes no sex bias (Birnbaum, 
1979a, 1979b, 1981, 1983, 1985; Birnbaum & Hynan, 1986). 

A mediated model of salary is illustrated in Figure 1. This model allows 
that men and women may differ in true merit, denoted by Q, for quality. 
The correlations between the mediator, Q, and the observed variables, Sex 
(X),Salary ($), and Measured Merit (M), are x ,  s, and m, respectively, in 
the absence of bias (when b = 0). The model of Figure 1 explains why 
standard regression analysis leads to paradoxical conclusions. 

Panel A of Figure 2 shows a pattern of data that is consistent with the 
assumption that there is no sex bias (b = 0). When statisticians examine 
graphs like Figure 2, they conclude that there is no bias; however, re- 
gression analysis leads to different conclusions (Birnbaum & Hynan, 1986). 
The solid lines depict the regression lines predicting salary from merit for 
each sex. The vertical gap between the solid lines shows that women are 
paid less on the average than men with the same merit. The dashed lines 
show the regression of merit on salary. The horizontal gap between two 
dashed lines shows that men have more merit on the average than women 
of the same salaries. Neither comparison of regression lines alone tells the 
whole story. Panel B of Figure 2 shows a situation in which women are 
underpaid but have higher merit than men of the same salaries, unlike 
Panel A,  and the theory that b = 0 can be rejected. As noted by Birnbaum 

Salary 

FIGURE 1 .  Mediated model of salaries 
Note. Sex ( X ) ,Salary ($), and Measured Merit ( M ) are observed variables 

that are presumed to  be mediated by  true merit (Quality, Q ) ,and possibly by  
Sex Bias ( b ) .  
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Measured Merit  

1 FIGURE 2. Regression lines a n d  mediated models  
Note .  In Panel A, bias is zero, yet men make more on the average than 

women of equal merit; simultaneously, men have greater merit than women 
who are paid equally. In Panel B, women are underpaid yet have greater 
merit than men of the same salaries, indicating that b in Figure 1is not zero. 

(1985), the higher the correlation between merit and salary within groups, 
the easier it would be to detect true sex bias in this model. However, 
regression analysis has the property that the lower the correlation between 
merit and salary, the easier it is to falsely conclude that there is sex bias 
when b = 0, if regression adjustments are used. 

Wainer (1989) reviewed the eelworm study as a classic example of misuse 
of statistical adjustment. The mediated model of eelworms (substituting 
measured eelworms for measured merit, fumigation for sex, and crop yield 
for salary) shows why the effect of treatment with eelworms partialed out 
would not be an estimate of the treatment effect. It also shows, however, 
that covariance analysis does have an interpretation. If fumigation were to 
produce an increase in crop yield and yet the treatment effect on crop yield 
were negative, with eelworms partialed out, the results would indicate that 
fumigation has harmful side effects. The main point is that the explicit 
statement of a plausible theory (as in Figure 1) clarifies the meaning of the 
analysis. In the next section, a mediated model will be developed to illus- 
trate why the proportion of missing data cannot be simply partialed out, nor 
can it be interpreted as a simple indicator of the mediating variable. 

Missing Data in True Experiments 

Even when treatments are manipulated experimentally, systematic loss 
of data (dropouts) can invalidate the interpretation of observed treatment 
effects. Simple models show how the observed effect of a variable can go 
in the opposite direction of the true causal effect, even when the data are 
obtained in a proper experiment. 

Figure 3 shows an outline of the model that will be used to create missing 
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Nonresponseu 
5% .Treatment er
Q m e , 

FIGURE 3 .  Outline of a true experiment with selection bias 
Note. The treatment affects a latent variable, Q, that affects the dependent 

variable, S, and the probability of response or nonresponse (P).Treatment 
may also affect the selection, via the variable, Y. 

data in simulated experiments. The experimental treatment is labeled X. 
The treatment, X, is presumed to affect a latent variable, Quality, Q, which 
in turn is correlated with the observed dependent variable, S (SAT). The 
probability (P) of completing the experiment or not (R) depends on both 
the latent variable (Q) and the treatment, according to a selection process. 
For example, X may refer to a program of extra educational expenditures, 
intended to improve performance on the SAT, S. Students of higher quality 
(Q) may be more likely to take the SAT (i.e., have a higher value of P). In 
addition, the treatment itself may have a publicity component that encour- 
ages students to take the SAT, thereby increasing the value of P for the 
treatment group. 

Although Figure 3 resembles a path diagram for a linear model, some 
nonlinear and interactive relationships are built into the model. For exam- 
ple, the treatment may affect selectivity as well as the overall likelihood of 
participating. Suppose an educational intervention included taking alter- 
nate forms of the SAT as practice. Such a treatment may not increase the 
overall probability of taking the SAT, but instead might increase the rela- 
tionship between Q and probability of taking the test. That is, those who 
perform well or poorly on the practice tests might be encouraged to take 
or discouraged from taking the SAT, respectively. It will be shown below 
that such an effect can make neutral or even harmful treatments appear 
beneficial. 

Mediated Model of Missing Data 

To illustrate the difficulty of reaching proper conclusions in the presence 
of missing data, calculations were made using a model outlined in Figure 3. 
The equations are as follows: 

Q = a X + e Q  (1) 

S = 200(Q + e,) + 1000 (2) 
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Y = ( Q  + bX + ey)(l + cX) (3) 

P = l / ( l  -t exp( - Y))  (4) 

where X represents treatment or no treatment (1 or 0 respectively); a 
represents the treatment effect on Q ;  Q is the mediator, quality; S is the 
dependent variable of the experiment (SAT). The terms, e ~ ,  e, and ey are 
mutually uncorrelated errors that cause the observed variables to be imper- 
fectly correlated. 

The parameter b determines whether the treatment group is more or less 
likely to drop out of the study; the parameter c determines the selectivity- 
that is, the extent to which probability of participation depends on the 
mediating variable, Q. Y determines the probability, P, that the subject will 
participate. Figure 4 shows the relationship between Quality (plus error) 
and Probability of participation (P)for different Selection models (b and c). 
Panel A illustrates the effect of parameter b on participation rate for the 
control group (a = b = c = 0) compared with a treatment that is ineffective 
but encourages participation (a = c = 0; b = . 5 ) .  Panel B illustrates the 
effect of parameter c by comparing the selection models for the control 
group and an ineffective treatment that increases selectivity (a = b = 0; 
c = 1.6). 

Twenty-seven different hypothetical experiments were calculated, com- 
bining three assumptions concerning the true treatment effect (a = - .4, 0,  

I.0-
I I 1 I I 1 

h-a Treatment 
Q) 
C 

0 
CK 

0.5-
0 . -
C 

0 
.P.-
0.-
C 

6a 0 -
1 I 

- - 
I I 1 

-_ 
Q + e ,  

FIGURE 4. Hypothesized relationships between the mediator of the dependent 
variable ( Q  + ey) and the probability of participating (P) 

Note. Panels A and B illustrate the effect of parameters b and c of the 
selection models, respectively. 
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TABLE 1 
Expected participation rates for Treatment group 

Selection parameters True effect (200a) 

b c -80 0 80 

- .5 - .8 46 48 50 
- .5 0 36 42 48 
- .5 1.6 38 45 49 

Note. Each entry is the percentage of participation for the Treatment group 
(rounded to nearest percent). Control group participation rate = 50%. 

or .4) with nine different selection models (b = - .5, 0, or .5; and c = -.8, 
0, or 1.6). Within each "experiment," the following variables took on two 
levels each: X (1 or 0), en, e,, and e y ;  they were factorially combined to 
create 2 x 2 x 2 x 2 = 16 basic conditions, with uncorrelated errors in each 
"experiment." The values of en,  es ,  and e y  were -1.5 or 1.5; -.5 or .5; and 
- .5 or .5, respectively. 

Results: It's Easy to Be Fooled by Mother Nature 

The results are shown in Tables 1 and 2. In Table 1, columns represent 
values of the true mean difference between Treatment and Control groups 
(in the entire population), including harmful (-go), ineffective (0), or 
beneficial (80) treatment effects (a = -.4, 0, or .4, respectively). Each row 
shows the participation rate for a different variation of the selection model 
(determined by parameters, b and c). Table 1shows that the participation 
rates for the Treatment group vary from 36% to 6493, depending on the 
selection model for each condition. The Control group has a participation 
rate of 50%. 

Table 2 shows the expected sample mean difference for each true effect 
size. Table entries show the expected mean difference in SAT scores for 
each group. Positive entries indicate a difference favoring the Treatment 
group. In each column of Table 2, the true effect is the same; however, 
depending on the selection model (rows), the observed effect can go in the 
opposite direction of the true effect, or it can go in the same direction as 
the true effect. The problem for the investigator would be to try to infer the 
true effect from a single value of the observed effect. For example, a 
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TABLE 2 
Expected Treatment - Control differences 

Selection parameters True effect (200a) 

Note. Each entry is the expected mean difference in the selected sample 
(Treatment-Control) as a function of the mean difference in the population 
(True effect), and the selection model (Rows). Positive scores indicate higher 
means for Treatment group. 

treatment that actually increases mean SAT by 80 points appears to de-
crease SAT by an average of 59 points, despite having the same par- 
ticipation rate as the Control group (see first row of third column of Tables 
1 and 2). 

Consider the first column of the tables, where the true effect is harmful 
( - 80 SAT points). In this case, the program that is supposed to help 
people score higher on the SAT is actually lowering SAT scores by an 
average of 80 points. If, however, the program includes a selection effect 
(c = 1.6),which might be accomplished by giving feedback on practice tests 
to the students, then the observed treatment effect will appear to be bene- 
ficial, by 8,27,  or 33 points, depending on whether the program encourages 
or discourages taking the SAT. The participation rates for the treatment 
group for these three cases varied from 38% to 5196, compared to 50% in 
the control group. Note that a change in participation rate is not necessary 
to reach the wrong conclusion. This result also reveals why one cannot 
simply partial out the participation rate: because higher participation rates 
can co-occur with either higher or lower scores, depending on the true 
effect and the type of selection bias. 

From Data to Theory and Back 

The problem can be stated as follows: From a given result, under what 
conditions can one determine the true state of nature that led to it? Un- 
fortunately, some people believe that data can prove theories true and that 
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theoretical conclusions can be calculated directly from data. Instead, the 
connection between theories and data can be stated thus: "If the theory is 
true then the data will have a certain form." Should the data satisfy the 
predicted form, the theory might or might not be true. Should the data 
violate the predictions, then something is wrong with either the theory or 
the data. Because many different true states of nature can generate the 
same observed effect sizes and because the connection between a set of 
theories and data is itself a theory, the inference from data to theory is far 
more difficult than the calculations of predictions from theory. 

When You Lose Control, All Hell Breaks Loose: Correlation 
and Causation Can Be Opposites 

The above examples illustrate how, even in controlled experiments, miss- 
ing data and covariance adjustments can lead to wrong conclusions. How- 
ever, when the so-called "independent" or "exogenous" variable is merely 
observed rather than manipulated, the situation becomes even worse. One 
reason not to infer causation from correlation is that true causation can be 
of the opposite sign as real-world correlation. 

Suppose that, instead of performing an experiment on the benefits of 
modern medicine, it were decided to conduct a correlational study. Be- 
cause temporal order is considered important to causal inference, medical 
treatments in one year might be correlated with the health of the person in 
the following year. Such a study would reach the following conclusion: 
People who received medical treatments one year are in worse health the 
next year than people who received no medical treatments at all. On the 
other hand, when people are randomly assigned to conditions, one might 
reach the opposite conclusion: If modern medical practice is beneficial, 
then people who received medical treatment last year would be in better 
health this year than people from whom the medical treatments were ran- 
domly withheld. It is important to realize that such "wrong" conclusions of 
correlational research would persist for the analysis of any particular 
treatment or diagnosis. 

Thus, correlational and causal relations can be opposite in sign. Perhaps 
correlations and causal relationships are often opposites. Until causal re- 
search is done. it is impossible to know whether a correlational study has 
found a wrong conclusion. Some authors use the word "spurious" for some 
correlations, as though correlations can be identified as "spurious" or 
"genuine." However, all correlations should be regarded as "spurious" 
when offered as evidence of causation. Nevertheless, both causal and 
correlational relations of medicine would be of value to an insurance com- 
pany, but they have different meanings. When evaluating potential clients, 
insurers should not sell life insurance to people who received extensive 
medical treatments last year-they are poor risks. On the other hand, when 
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clients already have policies and get sick, the insurer should advise them to 
receive treatment. 

Now. suppose there is a true negative correlation between educational 
expenditures and SAT scores. It may be that the causal link is positive. 
Perhaps educational expenditures are like medical ones, and although 
higher expenditures are causally positively beneficial, they correlate nega- 
tively with the performance of the recipients. As Wainer noted, it would be 
very difficult to get the control necessary to experimentally change educa- 
tional expenditures, so investigators are tempted to look at correlational 
surveys as the "best one can do." It would be better, however, for in- 
vestigators to admit that correlations are not relevant to causal questions 
and to admit that these difficult questions cannot be addressed until 
experimentation becomes possible. 

As Time Goes By, Things Get Worse 

It has long been known that many variables that fluctuate freely over time 
are found to be highly correlated. For example, economic conditions have 
been found to correlate with the lengths of women's skirts. When skirt 
lengths are long, economic indicators are down, but when skirts are short, 
things are looking up. The recent decline and rise of SAT scores adds time 
to the other problems of missing data. confounded variables, aggregation 
of mismatched groups, and covariance adjustments for participation rates. 
Zajonc (1986) tried to predict the mean SATs for the years 1973 through 
1985 from Average Family Size in each year's cohort (which he labeled 
Birth Order) and Proportion Who Take the SAT in a given year. Zajonc 
reported a multiple R 2of .67, which he interpreted as evidence supporting 
the theory that birth order has a causal influence on SAT scores. 

Zajonc's (1986) prediction was not as accurate as that of Nihm (1976). As 
predicted by the satirical Sue Doe Nihm, mean SAT scores can be perfectly 
fit by a polynomial of degree 12 for the 13-year period from 1973 to 1985. 
Even a simple quadratic equation produces a squared correlation of .961, 
as follows: 

SAT = a. + a l t  + azt2 (5) 

where a. = 1503130.4, al  = -1517.503, a2= .383117, and t is measured in 
years (A.D.) .  A graph of the fit is shown in Figure 5. Because Equation 5 
provides a better fit than the theory of Zajonc (19861, using the same 
number of parameters, the SAT data could be cited in satire as evidence 
favoring Nihm's law. 

In confounded data, there is a tiny correlation between birth order and 
IQ,  with family size partialed out (Zajonc & Markus, 1975). There is a 
difference of less than one half of an IQ point per birth order position. This 
correlation may be due to the child's low IQ causing the child to be last, 
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I Year I 
FIGURE 5. Mean SAT scores plotted against years 

Note. Dashed line shows fit of quadratic polynomial (RZ= .961). Zajonc 
(1986) reported an R Zof only .67 when he attempted to predict the same data 
from two variables, Average Family Size for the cohorts, and Proportion 
Taking the SAT. 

rather than birth order causing the last child to have a low IQ. Perhaps 
people are more likely to quit having children when a child is lower in IQ 
than the other children in the family. Alternatively, a third factor may 
explain the tiny effect. As parents get older, they are more likely to have 
retarded children. Therefore, because later children are born to older 
parents than the first child, and older parents tend to have more retarded 
children, it is possible that the age of the parents causes the trend. Until 
experiments are done, birth order data will remain an excellent source of 
erroneous hypotheses and improper reasoning. 

Environmental theories could be tested by an experiment in which peo- 
ple who volunteer to adopt four children are randomly chosen to receive 
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one, two, three, or four children to adopt at birth. Such an experiment 
would allow one to ascertain whether biological or adoptive family size 
makes a difference for IQ or SAT scores. Furthermore, in families of any 
fixed size (two or four) one could examine whether the first adopted child 
was higher or lower in IQ  than subsequent adopted children. In this way, 
one could unconfound the variables of adoptive family size, adoptive family 
order, biological family size, and biological birth order. According to envi- 
ronmental theory, adoptive "birth" order should be correlated with IQ or 
SAT, even when it is unconfounded from other variables by experiment. 

Summary and Conclusions 

There is no substitute for properly designed experiments. No fancy statis- 
tical analysis can work magic on a badly confounded set of data, and the 
best message to convey is that many interesting and important questions 
must remain doubtful until experimenters obtain the funding, control, and 
authority to carry out the proper research. Sometimes it is best to remem- 
ber that correlation is the tool of the devil (Birnbaum, 1973,1974), and that 
no matter how tempted we may be, we should conclude that we can't reach 
a conclusion. 

In the meantime, we will be seeing many puzzling results on important 
problems that are difficult to study experimentally. The best we can do 
under such circumstances is to devise alternative models that permit us to 
clarify how uncertain any conclusion would be based on such findings. 
These models make us feel better about concluding that, despite the ex- 
pense and efforts that were invested in data collection and analysis, such 
data do not permit definitive answers. 
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